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The Right Information: information skills for the 21st century
Khub group: https://khub.net/group/information-literacy-for-scotland/
Scottish Government, Victoria Quay: Monday 11th November 2019
Agenda:
1. Welcome, apologies and introductions.
2. Sad farewells to the following IL CoP members:
Marion Kelt (Glasgow Caledonian) - https://www.cilips.org.uk/marion-kelt/
Nahad Gilbert (University of Edinburgh), Jean Priestley (Fife College), Lesley Morris (Scottish Government), Craig Green (Glasgow Kelvin College) Amanda Joykin (SLIC)
3. Minutes of 12 June 2019 IL CoP meeting to be added by Jenny Foreman here. http://www.therightinformation.org/meetings-files/
4. Jacqueline Geekie’s update on CILIP Information Literacy Group (ILG) (phone call)
5. CILIP Research and thesis-related articles group to put together some action points for people working with 16+ (Lauren Smith)
6. Brief round table discussion on the Online Harms White Paper consultation.
The IL CoP group submitted their response on 1st July 2019
Here’s the Westminster Forum event on 7th May transcript and Stephane Goldstein’s blog post worth a read too:
https://infolit.org.uk/guest-post-white-paper-on-online-harms-the-path-to-media-literacy/


7. Health Literacy group update from Kirsten McCormick
8. RIVAL: a new network for Scotland-based library and information science practitioners and researchers. Research, Impact and Value in Librarianship and Information Science – or RIVAL for professionals and academics to meet at four free events. The second event was on Thursday 7th November. Morag Higgison & Kirsten McCormick are participants.
9. Brief overview of the IL CoP blog and encourage others to post too 
10. Any Other Business. Date of next meeting will be in May 2020
Jenny Foreman, Scottish Government Library Co-chair of the IL CoP with Cleo Jones, Schools and Lifelong Learning, City of Edinburgh Council
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WESTMINSTER MEDIA FORUM: TACKLING MISINFORMATION AND DISINFORMATION ONLINE – POLICY OPTIONS, PUBLIC AWARENESS, AND DEVELOPING COUNTERMEASURES



7 May 2019



Developing a policy response to the spread of disinformation online



Key Points from Transcript



Sarah Connolly, Director, Security and Online Harms, DCMS



“Our aim is to counter disinformation in all its forms…we’re looking at it in three ways.



“The first is deterring the actors who deliberately spread disinformation, secondly, we’re looking to address vulnerabilities in the environment that enable disinformation, and thirdly to empower audiences to recognise disinformation and to protect themselves. 

 

“So in adopting that three pronged approach we’re working in four key areas, the first is more research to gain a better understanding of the scale, the scope, the impact of disinformation in the UK, together with industry, civil society, academia, international partners, we’re working to build a robust evidence base to inform our policy response to the challenge. 

 

Second key area is education and guidance, equipping people with the digital literacy skills that they need to recognise disinformation and to properly assess content online.”



“The third key area is working with industry to develop technological solutions to the problem…And this includes reviewing their algorithms or role of automated bots.”



“This leads me onto the fourth key area of work, which is considering whether or not we have the right regulation in place.  Although we’ve had success working with companies and voluntary level and lots of progress has been made, particularly by Twitter and Facebook, and Google, who are all taking steps to increase transparency, we want these measures to be backed up with the right rules and regulation.



And this is where the recently published Online Harms White Paper…is vital.”



“…any new regulation would be risk based and proportionate…and it would look at specifically trying to design, support innovation in a thriving digital economy.”



“Though the threat posed by disinformation merits robust action, we are committed to ensuring that interventions do not violate fundamental freedoms that we seek to protect.”



Assessing the latest developments in ‘fake news’, and the steps currently being taken to counter it



Key Points from Transcript



Joy Hyvarine, Head of Advocacy, Index on Censorship



“Index on Censorship campaigns on freedom of expression, we work mainly in the areas of media freedom, freedom of expression online and academic and artistic freedom of expression. 

 

“Some of our work is very practical, we work closely with journalists and our journalist’s toolbox which is available online and translated into several languages, for example, provides advice on how to spot fake news, how to spot an article that’s fake and then avoid spreading it.”



“…our concern when it comes to countering disinformation, is…it can be an excuse for censorship and we’ve recently seen legislative developments for example in Russia and most recently in Singapore that do not meet international standards…”



“Index is concerned about the Online Harms White Paper, we certainly think that the proposals in that create or risk creating a very strong incentive for online platforms to remove and restrict content because the duty of care is combined with substantial fines and possibly even criminal, personal criminal liability for senior managers and that is going to create an incentive to when in doubt, err on the side of caution, take away information, restrict information.”

 

“… Index is concerned enough about the media freedom implications of the proposals and the Online Harms White Paper to have raised a formal alert about the threat to media freedom with the Council of Europe.  And we're awaiting a more detailed reply…”



Anna Belkina, Deputy Editor in Chief and Head of Communications, Marketing and Strategy Development, Russian Today (RT)



“RT…works under the purview of Ofcom…and other regulators in countries where we operate. We (the news industry) suffer…because of these false associations of media organisations as purveyors of fake news…I believe that there are three primary reasons for this.

 

“One is a disproportionate focus on media organisations and not a) politicians and political entities, and b) the shadowy rogue actors as the primary source of false information.   

 

“Two, is regulatory attempts that have been misdirected; not at the creators of the ‘real fakes’ but at media organisations which are often already highly regulated.   

 

“And, thirdly is the conflation of the term fake news, or false information, and the understanding of it, with subjects or views that people in particular or politicians don’t like. 



“…the same politicians who complain about fake news and false information can often be its source. And, it is exactly the kind of misinformation that has a real impact on the public – just because of the high profile of where it’s coming from”. 



Ms Belkina gave examples of legislation designed to counter fake news not working as intended e.g. the recent French ‘fake news law’ under which the French government’s own Twitter campaign to encourage voter registration ahead of the EU elections was not possible. 



“The battle to protect information integrity in fact has shifted to deploying terms like ‘disinformation’ and ‘misinformation’.  These broader labels are much more dangerous, because they enable political actors, absolutely everywhere, to over-reach…If they can, they will use these terms as a way to attack media and opinions they don’t like, or anyone who doesn’t conform to a particular world view. 

 

“And, while patently false information is objective and can be verified and corrected, ‘disinformation’, and ‘misinformation’, are highly subjective terms; susceptible to gross misappropriation.”



“From RT’s perspective consumers having a truly diverse field of legitimate news sources that are trusted and credible is the key to combating false information.  And, RT and our peers are heavily regulated already.”



“…what gets lost in this fight against misinformation, disinformation and fake news, is that we are in the position to call each other out on actual mistakes.  Not in broad-strokes, or labels, but on a case by case basis as journalists do with all stories.  And, we already do do that.”



“…for now we all live on the same social media platforms, we can and do use them for this transparent rapid response and direct dialogue between ourselves and with our audience.  As long as access to these platforms remains fair and equal to all accountable news actors, no matter where they’re from, how they’re funded or how different their voices, it is the best tool we have against false information.”



Nic Newman, Senior Research Associate, Reuters Institute for the Study of Journalism



“…Reuters Institute for the Study of Journalism, it’s part of Oxford University.  We do independent research on the future of journalism…”



“So when we asked them [UK audiences] about the types of misinformation that they felt they were exposed to it’s interesting that their main complaint was poor journalism, by which they mean not just mistakes but sort of click-bait, the sensationalism that people talk about…and secondly, the spin and agenda filled news…and then only thirdly do they say they feel they’ve been exposed to completely made up news…”



“…platforms have really changed a lot in the last year behind the scenes. So they changed a lot of the incentives, so they removed a lot of the extreme content, they have demoted less trusted content, a lot of the things that Sarah was talking about actually they have delivered.  They are taking account of fact checking and demoting brands that have had fact checks against them.  They are promoting more trusted brands.  Albeit under the threat of regulation and however imperfectly.  This is another significant change on where we were a year ago. 

 

“However, just as platforms get to grips with some of these issues, the nature of the problem is changing, so it’s a little bit like a game of whack-a-mole.”



The way forward for tackling the issues – public understanding, technological countermeasures and the impact of the Cairncross Review



Key points from transcript



Douglas McCabe, Chief Executive Officer and Director, Publishing and Tech, Enders Analysis



[Mr McCabe was involved in the Cairncross Review.]



“Frances Cairncross was asked to wrestle with a particular phrase, high quality journalism, but we quickly realised it was impossible to usefully pin this down, the review quickly changed its focus to public interest news.  This is a category with three characteristics that matter, it is highly at risk of receding particularly in local but beyond that, it is costly to do and it can justify intervention…The Cairncross Review highlighted an incentives misalignment, platforms will always prioritise user experience and less popular public interest news is always going to be at best a secondary consideration.   

 

“Google’s accelerated mobile pages, AMP, is a small manifestation, trivial manifestation of a bigger problem, Google AMP provides a better, faster user experience of news on the internet and almost all publishers sign up for it, but if Google’s algorithm favours AMP stories then publishers would be incrementally punished for not signing up and the very existence of AMP marginally reduces publishers ability to generate revenue, so of course publishers sign up for it, it would be perverse to do otherwise.  In other words, perhaps unfairly, AMP could be characterised as a way of Google exerting soft power on the news market, Google is doing the right thing for the user for sure, but it has prioritised user benefits at a cost to publishers.” 

 

Angie Pitt, Project Director, Guardian Foundation and Director, Newswise



“Newswise is a collaborative project between three charities, the Guardian Foundation, the National Literacy Trust and the PSHE Association and we’re really lucky to be funded by Google for our first two years.”



“…it’s the role of media, but it’s also the role of tech companies and it’s the role of educators to collaborate to work together to provide the best possible resources for young people…”



“…it’s brilliant there’s a media literacy strategy, but we need the money, the space in the curriculum, the quality resources and the collaboration to help produce that.”



Ashley Hurst, Partner and International Head, Digital Business, Osborne Clarke



“…I think the Government’s White Paper on Online Harms and its so-called “duty of care” is not the answer to online disinformation…the way forward should be focussed on technology and education.”



“…any regulatory system derived from a ‘duty of care’ is bound to be misunderstood and lead to litigation.” 



“…the definition of disinformation…includes three elements:

1. The information must be false

2. The information must deceive

3. Such deception must be deliberate”



“…the problem with disinformation, as opposed to defamation, is that even if all 3 of these elements are made out, the content in questions may still be lawful.”



“The erosion of these limitations would lead to over-removal of legitimate speech, stifle innovation, and – as recognised by the Cairncross Review – reduce the availability of online news.



“All of that would be to the detriment of all internet users and would be particularly damaging for the many internet start-ups that provide social media functions in the UK.”



“The absence of any liability regime is the approach taken by the Cairncross Review which recommended that although the origins of online news should be placed under regulatory scrutiny, this would only be to gather information in the first instance.  No adjudications, no fines. 

 

“I should be clear that the question of liability is separate to whether social media platforms have a moral and social responsibility to help with online harms.  Everyone agrees that they do, including the platforms themselves.”



Anna-Sophie Harling, Managing Director, Europe, Newsguard



“Our team of journalists, myself included, rates and reviews news websites based on nine criteria of credibility and transparency.”



“NewsGuard was launched about a year ago and by veteran journalists Steve Brill and Gordon Crovitz, well before the publication of the Cairncross Review. But we were delighted to learn that our approach is very much in line with a lot of the findings of the review.   

 

“Two weeks ago, we launched in the UK with Nutrition Labels for the news websites that account for 90% of online engagement here in the UK.”



“Rather than pushing certain stories up or down a newsfeed, NewsGuard believes that people are smart enough to decide for themselves what they want to read and what they can trust, provided they have the information to do so.   In that way, NewsGuard doesn’t act as a censor or a curator of any kind — it acts as a guide…”



“That’s why we’re working with public libraries to promote media literacy among patrons of all ages providing a free, informative tool for users that they can download at home to continually scrutinise the content in their feed.”



“And to quote the Cairncross Review, “Ofcom rightly states that a diverse media is important for ensuring a well-functioning democratic society.” By rating and reviewing not only traditional or mass media outlets, but also local newsrooms and new media, NewsGuard hopes to encourage media plurality in the UK and beyond…in line with the Cairncross Review’s emphasis on investigative journalism, our Nutrition Labels highlight to users impactful investigations and prize-winning report carried out by newspapers and news websites.”



“We agree with Cairncross that the online platforms are uniquely well placed to provide the users with these tools. We at NewsGuard are eager to work with the larger platforms to integrate our Nutrition Labels directly into their apps so that users can access information about online news when browsing on their smartphones.”



Jonathan Heawood, Chief Executive Officer, IMPRESS



Mr Heawood discussed the Port Talbot MagNet, a local paper opened by journalists after Trinity Mirror closed the Port Talbot Guardian in 2009. 



“Rachel Howells, who founded the MagNet also conducted some really good academic research into the impact that having a local newspaper and not having a local newspaper has on local democracy and community cohesion.”



“But there is some very powerful correlations between having reporters on the ground in a community and higher levels of engagement measured for instance by voter turnout, political participation and the accountability of decision makers, and when those reporters go, you see a deficit and you also see increasing polarisation.”



“And the threat of what happens now, as we reach a new regulatory settlement between some of the big players in the news industry and the big platforms, is that a few tweaks to the algorithm, a few changes to the incentives, more interest in audiences seeking out ‘reputable’ or ‘well-known’ or ‘traditional’ news brands, incentives to prioritise those news brands, is that the less well-known, the alternative, the radical, the local, the hyper-local, actually lose market share.”



“And we asked them about what they needed, they really said in different ways, money, whether that’s through economic regulation that re-gears that supply chain or whether it’s simply through cash as an extension of the local democracy reporter scheme that the BBC set up a couple of years ago or new funding for innovation.”



“…lots of our members are particularly interested in charitable status if they’re doing community news on a non-profit basis…”



“We think the challenge then is to sort of turn these really quite high-level ideas into workable recommendations and to try to build some consensus surrounding those recommendations.  For us, some of the most important stakeholders are our members, independent publishers.  

 

“But the taskforce is something that we’ve just launched with a bit of funding from the Joseph Rowntree Reform Trust, it enables us to get some of the members together to start drilling down from those pretty top level recommendations.  And in particular to try to address two questions…If you’re going to have some kind of subsidy, if it’s going to come through a public body and some of it might be State funding or license fee funding, or it’s hypothecated windfall funding from Google, and Facebook, how were you going to allocate that, how are politicians and politically appointed officials going to have any role in allocating that funding in a way that does not compromise the freedom of the press?  

 

“And then, secondly how do you direct the money in such a way that it goes to publications that really are demonstrably committed to high standards of journalism?  You can’t just say anyone who pitches up and says I’m a news provider, here’s a handout, there’s got to be some mechanism for testing and demonstrating that but balancing that against that freedom of the press to get on and do what they do best.”



“…And really what we’re aiming for is that by 14th November, when we have our annual IMPRESS Trust in Journalism conference, we want to publish a blueprint for what we think this Institute, whether it ends up being a public body or a private charitable foundation, what does it actually do, how does it do it and how can we be sure that it’s doing it in the public interest.”




